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ABSTRACT: Doped metal oxide nanocrystals represent an
exciting frontier for colloidal synthesis of plasmonic materials,
displaying unique optoelectronic properties and showing
promise for a variety of applications. However, fundamental
questions about the nature of doping in these materials remain.
In this article, the strong influence of radial dopant distribution
on the optoelectronic properties of colloidal indium tin oxide
nanocrystals is reported. Comparing elemental depth-profiling
by X-ray photoelectron spectroscopy (XPS) with detailed
modeling and simulation of the optical extinction of these
nanocrystals using the Drude model for free electrons, a

correlation between surface segregation of tin ions and the average activation of dopants is observed. A strong influence of surface
segregation of tin on the line shape of the localized surface plasmon resonance (LSPR) is also reported. Samples with tin
segregated near the surface show a symmetric line shape that suggests weak or no damping of the plasmon by ionized impurities.
It is suggested that segregation of tin near the surface facilitates compensation of the dopant ions by electronic defects and
oxygen interstitials, thus reducing activation. A core—shell model is proposed to explain the observed differences in line shape.
These results demonstrate the nuanced role of dopant distribution in determining the optoelectronic properties of
semiconductor nanocrystals and suggest that more detailed study of the distribution and structure of defects in plasmonic

colloidal nanocrystals is warranted.

B INTRODUCTION

Colloidal synthesis of nanostructures based on doped oxides
has emerged in recent years as a route toward highly tunable
plasmonics.'™ However, in contrast to their metal counter-
parts, there is little fundamental understanding of the
optoelectronic properties of plasmonic semiconductor nano-
materials.”'°"'* In particular, the ability to reliably control
doping and, in turn, free charge-carrier concentration remains a
challenge in these materials and is essential to their
functionality as systems with modulable optical and electronic
properties, including strong absorption and field enhancement
due to localized surface plasmon resonances (LSPRs), optical
transparency, and high electrical conductivity.

Of particular interest among the doped metal oxides is tin-
doped indium oxide (ITO). Several colloidal syntheses have
been developed for spherical ITO nanocrystals ranging in size
from 3 to 15 nm and demonstrating chemically and
electrochemically tunable LSPRs in the near-infrared
(NIR).5"*71¢ Because of its commercial relevance as a material
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used in displays, thin-film solar cells, and organic electronics,
thin-film ITO has been the subject of intensive applications-
oriented research for decades. However, little is known about
the underlying mechanisms of doping and defect formation in
colloidal ITO nanocrystals, and the relationship between
structural properties such as dopant distribution and
compensation with the optical and electronic properties of
these materials has not been explored. In addition, while
detailed models have been developed to describe defect
chemistry in thin film ITO,"”~?° these have not been verified
in colloidally synthesized nanocrystals and are still debated even
in the bulk and thin-film literature.

Herein, we investigate the relationship between the radial
distribution of dopants and nanocrystal optoelectronic proper-
ties, including plasmon damping and dopant activation (i.e., the
number of free electrons per tin ion). Using X-ray photo-
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electron spectroscopy (XPS) combined with careful character-
ization of the composition and optical properties of ITO
nanocrystals, we demonstrate that nanocrystals with tin-rich
surfaces exhibit reduced dopant activation. We suggest that this
trend is due to the formation of electronic trap states, including
those due to diffusion of compensating oxygen interstitial
atoms, which can more readily form neutral complexes with tin
that is situated near the nanocrystal surface. On the basis of
fitting of the LSPR using the Drude model, we also
demonstrate that dopant distribution has an important effect
on plasmon damping in this system, leading to symmetric,
narrowed LSPR line shapes in the case of surface segregated tin.

B EXPERIMENTAL SECTION

ITO nanocrystals were synthesized using adaptations of methods
reported in the literature. Two series of samples were made: a doping
series based on ref 6 comprising crystals with fixed size and varying
doping levels (see Table 1) and an activation series based on ref 14

Table 1. Sample Details for Doping Series Prepared by
Synthetic Method from Reference 6

size doping n, X 10% activation

sample  (nm) (Sn cat. %) (ecm™) (ne/Csy)

D1 6.2 0.12 + 0.1 0

D2 6.1 2.73 £ 0.03

D3 6.8 4.53 + 0.55 0.913 0.67

D4 6 5.10 + 0.57 1.03 0.67

Ds S.5 6.45 + 0.90 1.12 0.57

D6 4.9 7.60 + 0.80 1.0 0.43

comprising crystals with fixed size and doping, but demonstrating
different degrees of dopant activation (see Table 2). The salient

Table 2. Sample Details for Activation Series Prepared by
Synthetic Method from Reference 14

size doping n, X 10 activation (n,/
sample  (nm) (Sn cat. %) (cm™3) from Drude Csn)
Al 9.6 5.63 + 0.72 0.612 0.36
A2 8.7 6.97 + 0.61 1.03 0.49
A3 10.8 6.40 + 0.82 1.25 0.65
A4 8.5 5.34 + 0.69 1.14 0.71

differences between these two synthetic methods are in the precursors
(indium acetate and tin ethylhexanoate vs indium acetylacetonate and
tin bis(acetylacetonate) dichloride) and ligands (oleylamine and
octanoic acid vs only oleylamine), respectively. We observed large
variances in dopant activation for the latter synthesis recipe.

Particle size and structure were verified by transmission electron
microscopy (TEM, see Figure la and Supporting Information) and X-
ray diffraction (XRD, see Figure 1b and Supporting Information),
while dopant incorporation was measured using inductively coupled
plasma atomic emission spectroscopy (ICP-AES). For XPS measure-
ments, the nanocrystals were spin-coated from a concentrated solution
of 1:1 hexane/octane onto silicon substrates, yielding ~100 nm thick
films. In order to facilitate quantitative interpretation of surface-
sensitive spectra and limit charging, the bulky organic capping ligands
on these films were then exchanged with formic acid,*" followed by a
30 minute, 300 °C anneal in flowing argon gas to decompose the
remaining organic matter.

Optical measurements were made on dilute solutions of each series
in tetrachloroethylene using a UV—vis—NIR spectrometer (ASD Inc./
PANalytical). All spectra were measured in transmission mode and are
presented as optical extinction. These spectra were fit within a
MATLAB code developed by our group®* using an extended Drude
model employing the Maxwell-Garnett effective medium approx-
imation. This model allows extraction of free electron concentrations
within each sample based on the Drude formula:
ne>

2 _
Wp

%
m*e,

where @p is the bulk plasma frequency, n is the free carrier
concentration, e is the elementary charge, m* is the carrier effective
mass (0.4 m, for ITO**), and ¢, is the permittivity of free space. The
extracted electron concentration was in turn used to determine the
dopant activation in each sample by taking the ratio of the electron
concentration to the tin dopant concentration. Tin concentration was
calculated on the basis of the density of ITO using the formula Cg, =
3[Sn] x 10*° cm™3, where [Sn] is the tin cation percentage,
determined here by ICP-AES. Care was taken to perform Drude
fitting using several randomly generated initial guesses to ensure
convergence on reliable values with known error.”

XPS data were collected on beamline 10-1 at the Stanford
Synchrotron Radiation Lightsource (SSRL). XPS samples were stored
in a nitrogen glovebox at all times except briefly during transfer to the
ultrahigh vacuum chamber for measurement. Energy calibration was
performed relative to residual carbon 1s signal found in all samples,
which was set to a binding energy of 285 eV. Background subtraction
was performed using macros that were developed at SSRL within the
data analysis software IGOR Pro.

Surface segregation of tin was investigated by comparing the
integrated area under the background subtracted In and Sn 3ds,, XPS
peaks (Figure 2). To determine the relative tin content, the ratio of the
Sn 3d;, peak area to the total area of both peaks was taken, scaled by
the relative photoionization cross-section for each element at the given
photon energy.25 For the activation series, the tin signal was also
normalized by the measured doping level from ICP-AES for each
individual sample, allowing direct comparison of the dopant profile
despite a small variance in doping across the series. Since the 3d;/,
peaks for both elements are close in binding energy, the error
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Figure 1. (2) Transmission electron micrograph (TEM) confirming pseudospherical morphology (scale bar is S0 nm) and (b) X-ray diffraction
pattern confirming cubic bixbyite structure (reference pattern JCPDS 06-0416 is shown in red, data are from sample D6).
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Figure 2. XPS peaks used for depth profiling (from sample D6 at 650
eV photon energy). Voigt profile fits to the data are shown in red. The
area ratio of the Sn 3d;,, peak to the total 3ds, signal, extracted from
the fit for each peak, was used to quantify surface tin content.

introduced by differences in the escape depth of photoemitted
electrons is negligible.

Due to the dependence of electron escape depth on the incident
photon energy, energy-dependent XPS is an effective tool for probing
the depth-dependence of elemental composition near surfaces.”® For
this reason, three photon energies, 650, 920, and 1150 eV, were used
for each sample to probe the dopant depth profile. For clarity, only the
results for 650 and 1150 eV, representing the most surface-sensitive
and least surface-sensitive cases, respectively, are shown here. These
are compared to the average compositions determined by ICP-AES.

B RESULTS AND DISCUSSION

The electron concentrations and surface composition of the
doping series are consistent with the reported doping behavior
of thin-ilm ITO. As doping is increased, a strong extinction
feature due to the LSPR grows in intensity, first blueshifting
into the NIR and then redshifting above ~7 cat. % Sn (Figure
3a). The extracted electron concentration for nanocrystals with
LSPRs peaking in the range of the spectrometer show a trend
consistent with that observed for bulk and thin-film ITO, with
maximum concentration in the range of 5—7 cat. % Sn. This
trend can be explained by the increasing formation of
irreducible Sn complexes with oxygen interstitial atoms at
higher Sn concentration.'”

The doping series shows uniform dopant distribution for low
doping levels and surface segregation of tin at higher doping
levels (Figure 3b). Between 0.1 and S.1 cat. % Sn there is a
linear relationship of doping with the near-surface tin content

measured by XPS, with both photon energies giving
approximately the same value. This indicates a uniform dopant
profile, with Sn distributed evenly throughout the nanocrystal.
By contrast, at 6.5 and 7.6 cat. % Sn, there is a marked increase
in surface tin content, with values nearly twice the values
measured by ICP-AES. At these doping levels, the measured tin
content is also higher for 650 eV photons than for 1150 eV
photons. These results indicate surface segregation of tin at
higher doping levels, consistent with the formation of Sn-rich
surfaces that has been widely documented in bulk and thin-film
ITO;*"~* similarly, aluminum-rich surfaces have been found in
thin films*® and colloidally prepared nanocrystals® of
aluminum-doped zinc oxide.

Very similar elemental doping can also result in a wide range
of free electron concentrations in ITO nanocrystals, indicating
sample-to-sample differences in dopant activation. This
variation can be qualitatively appreciated by the noting the
large spread in LSPR frequencies observed for the activation
series (Figure 4a). While these samples have approximately
equal doping levels of 6.09 + 0.64 cat. % Sn, the LSPRs show a
spread of >700 nm in wavelength, exceeding any expected
difference due to the small variance in doping across the sample
set. Moreover, the observed shifts in the LSPR do not follow
the sample-to-sample variation in doping levels, suggesting the
differences in electron concentration arise instead from a
compensation mechanism at work in these nanocrystals.

The dopant distribution profile of the activation series
provides insight into this compensation mechanism (Figure
4b). A decreasing monotonic relationship is seen between
dopant activation and surface tin content at both photon
energies, and more tin signal is measured at 650 eV than 1150
eV. The latter difference is significantly larger than that for the
higher doped samples in the doping series (see Figure 3b),
indicating stronger surface segregation in the activation series.
Moreover, all samples in the activation series have a higher
surface tin content than their overall doping level, demonstrat-
ing surface segregation of Sn in even the most highly activated
sample. These differences in surface segregation could arise due
to the different precursors and surfactants used in each
synthesis method. Indium and tin have similar reactivity
when coordinated by the same type of ligands, such as the
carboxylates employed in the doping series. Balanced rates of
indium and tin addition reactions would explain the
homogeneous distribution of tin resulting from that synthetic
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Figure 3. (a) Optical extinction and (b) XPS depth profiling versus doping for the doping series. The dotted black line in panel b shows the expected

Sn/(In + Sn) ratio for a uniform doping profile.
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Figure 4. (a) Optical extinction and (b) XPS depth profiling versus activation for the activation series. The dashed black line in panel b corresponds

to the average doping level for nanocrystals in this series.

method. However, in the reactions used to produce the
activation series, the reactivity of the tin precursor (Sn-
(acac),Cl,) may be reduced relative to the indium precursor
(In(acac);) by the coordination of hard chloride ligands and
the absence of any carboxylic acid that could the displace these
ligands. Since doping kinetics depend strongly on precursor
reactivity,” these synthetic differences are likely responsible for
altering the doping profile in each set of nanocrystals.

Several detailed studies have investigated surface defects as
possible charge compensating mechanisms in ITO. Early
results”’ suggested the formation of alternate tin phases
including SnO, SnO,, and Sn;O, based on analysis of Sn 3d
XPS peak components. More recent work”**>*" has suggested
that a combination of Sn sp hybridized surface states acting as
electron traps and near-surface oxygen interstitial diffusion
forming nonreducible clusters leads to a “chemical depletion
region” (i, reduced activation) near the ITO surface. The
trapping of electrons at the surface also creates a thin space-
charge region that is depleted of free carriers.

We suspect a similar combination of defects to play a role in
determining the activation level of our samples. The ease of
oxygen interstitial incorporation in the bixbyite lattice of ITO
and the low formation energy for (Snj,—O;”)* complexes makes
it likely that these defects play a role in our samples. Drude
modeling of optical data on thin nanocrystal films also suggests
a large potential barrier to interparticle electronic conduction,**
consistent with the existence of an insulating depletion region
near the surfaces of our particles and indicating that surface
electron traps due to tin orbital hybridization may also play a
key role as a compensating mechanism in nanocrystalline ITO.
Such hybridization could be due to surface oxygen species such
as hydroxide ions creating deep trap sites.

The existence of a depletion region due to electronic trap
states near the ITO surface is further supported by preliminary
observations of the electronic conductivity of films made from
nanocrystals in each series. For an electron concentration of
~1.1 X 10*! em™), films made from the activation series, which
show significant surface segregation of tin, demonstrate
conductivities that are 2—3 orders of magnitude greater than
films made from the doping series (10" vs 107> S/cm). The
same variance in conductivity holds true for films prepared as
described above, as well as for unannealed films prepared from
particles that are l'zgand-stripped with nitrosonium tetrafluor-
oborate (NOBF,),*” indicating that this discrepancy is inherent
to the nanocrystals themselves and not due merely to
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differences in residual surfactants. This observation is consistent
with the electrostatics of a semiconductor depletion region, in
which the density of ionized dopants determines the width of
the depleted layer. Thus, a nanocrystal with significant surface
segregation will have a narrower depletion region than a
nanocrystal with uniform doping because of the higher density
of tin in the near-surface region. Since the electrostatic potential
barrier between crystals mediates hopping conduction,” a
narrower depletion region will correspond to exponentially
higher conductivity.

Finally, in addition to influencing their electronic properties,
the dopant profile in our ITO nanocrystals also has a strong
effect on the optical line shape of the LSPR, which is
determined by damping of the plasmon oscillation. The
nanocrystals with uniform dopant distribution exhibit an
obvious asymmetry around the LSPR peak, with a steeper
change in absorbance on the high-frequency side of the peak
than on the low-frequency side (Figure 3a). On the other hand,
the nanocrystals with surface-segregated tin have nearly
symmetric Gaussian line shape (Figure 4a).

Fitting with the Drude model allows quantitative analysis of
plasmon line shape. The optical properties of a material are
determined by its frequency-dependent complex dielectric
function. The Drude contribution to the frequency-dependent
dielectric function is given by the formula

2
@p

ep(w) = €, — m

where &, is the high-frequency dielectric constant, and I'(w) is
a frequency-dependent damping function. This frequency-
dependence arises due to scattering of electrons off ionized
impurities, which is known to be the dominant scattering
mechanism in the bulk of a degenerately doped semiconductor
such as ITO.*73¢ The frequency-degendent damping can be
modeled using an empirical formula®” given by

|

where I'} is a low-frequency damping constant, I'y is a high-
frequency damping constant, I'y is the crossover frequency
between the high and low regimes, and I'y; is the width of the
crossover region. Scattering off ionized impurities is charac-
terized by the low-frequency damping constant, which is also
related to the optically derived d.c. mobility of electrons within

I - T, I3

MNw) =T - =—Hltan| X
. T I;

w

T
+ =
2

dx.doi.org/10.1021/ja502541z | J. Am. Chem. Soc. 2014, 136, 7110-7116



Journal of the American Chemical Society

7.6 % SN
= = Extended Drude

0.8

0.6

0.4

Extinction (a.u.)

0.2

Extinction (a.u.)

b
1.0

=== 0.71 Activation
= = Extended Drude

0.8+

0.6+

0.4+

0.2+

0.0 : i . 0.0 - ’ :
500 1000 1500 2000 2500 500 1000 1500 2000 2500
Wavelength (nm) Wavelength (nm)
¢ d
1.04 = Uniform doping
=== 0.5 Nm shell
=== 0.25 Nm shell
Undoped core —~ 0.8
=}
s
c 0.6
il
k3]
£
< 0.4
[
Doped shell 0.24
0.0

1500 2000

Wavelength (nm)

1000 2500

Figure S. Optical extinction and extended Drude fit for (a) sample D6 and (b) sample A4. (c) A core—shell model with a doped shell and undoped
core was employed to simulate the optical extinction of surface segregated samples (d), reproducing an asymmetric peak profile similar to that

observed.

Table 3. Relevant Drude Parameters for the Doping Series

sample wp (cm™) Iy (em™) Iy (em™) I'x (cm™) Iy (nm) Q Qbrude
D3 13568 + 619 8069 + 2571 703.96 + 426 4710.8 + 938 2123 0.642
D4 14868 + 229 6973 + 698 0.001 =+ 0.001 5630 + 167.37 1776 1.77 0.831
DS 15841 + 0.01 5585 + 0.06 138.9 + 0.023 6055.8 + 0.01 1651 2.09 1.08
D6 14932 + 0.01 5321 + 0.03 257.3 £ 0.014 5971.2 + 0.01 1674 1.86 1.06

Table 4. Relevant Drude Parameters for the Activation Series

sample @p (Cm_l) Iy (Cm_l) Iy (Cm_l) Iy (Cm_l) Iy (nm) Q Qbrude
Al 11668 + 262 1530 + 241.5 1589.8 + 276 9271.6 + 3319 1078 243 2.54
A2 15202 + 28.6 1301 + 75.2 4020.1 + 1406 10925 + 2792 915 4.02 4.03
A3 16684 + S51.4 913.3 + 219.2 5284.1 + 3403.5 15209 + 3741 657 4.85 6.30
A4 16017 + 43.7 10299 + 178.1 44322 + 2714.5 16348 + 3800 611 441 5.64

the crystals. The physics of ionized impurity scattering in metal
oxide nanocrystals is reviewed in more detail in ref 38.

Asymmetry in the plasmon line shape can therefore be
attributed to frequency-dependent damping of the plasmon and
can be confirmed by the damping parameters extracted by
fitting our experimental spectra with the modified Drude model
(Figure Sa and Table 3). All samples in the series with uniform
dopant distribution have a crossover frequency near or just to
the red of the LSPR and a significantly larger I'} than I'y,
consistent with the expectation for frequency-dependent
damping by ionized impurities.

By contrast, the symmetry of LSPRs of the nanocrystals with
surface-segregated tin suggests ionized impurity scattering is
somehow suppressed in these nanocrystals (Figure Sb and
Table 4). The fits to these spectra result in crossover
frequencies far to the blue of their LSPR peaks and a lower
I'L (higher mobility) than found for the uniformly doped
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nanocrystals, indicating that the resonance is effectively damped
by a frequency-independent constant. To confirm this
assertion, the same data were also fit with a simple Drude
model (i.e., with a fixed damping parameter), which also gave
high-quality fits and was able to reproduce spectral line shapes
only for the surface-segregated samples (see Supporting
Information).

The difference in the optical properties of nanocrystals with
uniformly distributed tin dopants and those with surface-
segregated tin can also be quantified in terms of the quality
factor of the plasmon resonance, Q = E/AE, where E is the
LSPR energy and AE is its optical line width. We observe
nanocrystals with surface segregated tin to have Q factors more
than a factor of 2 greater than those with uniformly distributed
dopants (see Tables 3 and 4). An alternative derivation of Q
can be extracted from the Drude fitting, using Iy (in units of
energy) instead of AE. Qpg. is approximately a factor of 2
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smaller than Q for samples with uniformly distributed dopants
due to ionized impurity scattering. For samples with surface
segregated tin, Qp.q. and Q are nearly equivalent. The Q
factors for samples A2—A4 are higher than those reported for
copper chalcogenide® and tungsten oxide** nanocrystals and
similar or slightly smaller in magnitude than those recently
reported for indium-doped cadmium oxide nanocrystals.9 Thus,
these ITO nanocrystals with surface-segregated dopants have
among the highest Q reported to date for semiconducting
nanocrystals, approaching values found in noble metal
nanoparticles.

We propose a simple physical model to interpret the
differences in line shape observed in the optical spectra of the
two sample series based on tin dopant distribution in ITO
nanocrystals. A nanocrystal with uniformly distributed ionized
dopant impurities will experience frequency-dependent damp-
ing of the electron cloud similar to what is observed in thin film
and bulk samples (see Figure 6a). The transition from a low-

Figure 6. Schematic representation of plasmonic nanocrystals with (a)
uniform and (b) surface segregated dopant distributions. When the
LSPR is excited, the electron cloud oscillates in response to an external
electric field. In panel a, most of the electron cloud is scattered from
ionized impurities, pictured in green, whereas in panel b most of the
electron cloud is oscillating away from these impurities.

frequency regime with strong damping due to ionized
impurities to a high-frequency regime with much weaker
damping is expected to occur just to the red of the plasma
frequency.>* These two regimes lead to an asymmetry centered
around the LSPR, as observed in the samples with uniform
doping.

For a nanocrystal with tin dopants disproportionately
concentrated at or near the surface, on the other hand, most
of the electron cloud will elude interaction with ionized
impurities at all frequencies (see Figure 6b), leading to a near-
symmetric line shape. In comparison to the values for a uniform
distribution of particles, the fixed damping constant should
have a value reflecting scattering in high-quality indium oxide,
much smaller than the low-frequency damping constant in
uniformly doped ITO. Oxygen vacancy doped indium oxide
films most typically have d.c. mobilities on the order of 70—100
cm?/V-s,"*! with values as high as 160 cm?/V-s reported for
high quality crystals. This corresponds to damping parameters
less than 1000 cm™". The values extracted for I'; in the surface-
segregated samples approach this range, indicating a damping
profile for the LSPR that is closer to indium oxide than ITO.

To validate this interpretation of the relationship between
dopant distribution and line shape, we simulated the LSPR
spectra for nanocrystals with different doping distribution
(Figure Sc and d, with more description in the Supporting
Information). A uniform distribution yields the expected
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asymmetry, while nanocrystals composed of an undoped core
with a heavily doped shell are predicted to have highly
symmetric LSPR spectra. In essence, the surface-segregated
dopants donate electrons to the defect-free core where they
experience minimal damping. Furthermore, a thinner shell leads
to a narrower line shape, with a close approximation to our data
for a 0.25 nm shell. This suggests that tin is segregated within
the first few atomic layers of the crystal for these samples.

B CONCLUSION

We have demonstrated that the dopant distribution has a
strong effect on the optoelectronic properties of colloidal ITO
nanocrystals. In particular, the activation of dopants and LSPR
line shape are correlated to the degree of tin surface
segregation. While we suggest on the basis of the literature
that oxygen interstitial defects and tin orbital hybridization at or
near the ITO surface may be responsible for the observed
trends in dopant activation, detailed further experimental and
theoretical study will be needed to characterize and understand
these defects. Nonetheless, our results suggest that deliberate
control over dopant distributions could be used to sculpt the
electrostatic landscape experienced by free electrons and
thereby tune the optoelectronic properties of plasmonic ITO
nanocrystals for targeted applications. For sensing applica-
ions,"”~* where a high quality factor that allows precise
tracking of the LSPR frequency and its sensitivity to the
surrounding dielectric medium is needed, a narrower and more
symmetric line shape may be desirable. On the other hand,
applications such as plasmonic smart windows”***” that
require manufacture of nanocrystals with consistent properties
across large batches and deployment of devices for decades
without performance degradation may require nanocrystals that
are less sensitive to dopant compensation in the near surface
region; these requirements may be best met by uniformly
distributing dopants or even adding an undoped shell.
Engineering of dopant distribution presents a new frontier of
opportunity for tunable plasmonic materials that is so far
accessible only in doped semiconductor nanocrystals.

B ASSOCIATED CONTENT

© Supporting Information

Details of nanocrystal synthesis, sample characterization by
transmission electron microscopy (TEM) and X-ray diffraction
(XRD), additional discussion of energy-dependent XPS results,
and details of core—shell simulation. This material is available
free of charge via the Internet at http://pubs.acs.org.
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